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Abstract

Creating and maintaining software systems is a knowledge intensive task. One needs to have a good understanding of the application domain, the problem to solve and all its requirements, the software process used, technical details of the programming language(s), the system’s architecture and how the different parts fit together, how the system interacts with its environment, etc. All this knowledge is difficult and costly to gather. It is also difficult to store and usually lives only in the mind of the software engineers who worked on a particular project.

If this is a problem for development of new software, it is even more for maintenance, when one must rediscover lost information of an abstract nature from legacy source code among a swarm of unrelated details.

In this paper, we submit that this lack of knowledge is one of the prominent problems in software maintenance. To try to solve this problem, we adapted a knowledge extraction technique to the knowledge needs specific to software maintenance. We explain how we explicit the knowledge discovered on a legacy software during maintenance so that it may be recorded for future use. Some applications on industry maintenance projects are reported.

© 2006 Published by Elsevier B.V.

1. Introduction

To maintain legacy software systems, software engineers need knowledge on many different domains: application domain, system’s architecture, particular algorithms used, past and new requirements, programming language, development environment, etc. More often than not, this knowledge is extracted at great costs from the detailed analysis of the system’s source code: according to [28, p.475] or [29, p.35], from 40% to 60% of the software maintenance effort is devoted to understanding the system maintained.

One could argue that software development suffers from the same knowledge needs, however these needs are more difficult to fulfill during maintenance. For example, it is not uncommon in software maintenance to have a very vague knowledge of what were the exact requirements for the system, whereas during software development, one is expected to have access to the requirements relatively easily.

Our position is that this constant quest for knowledge is one of the prominent problems of software maintenance and should be dealt with accordingly, for example, using knowledge management methods. We believe that adopting a knowledge management point of view on software maintenance could bring in a new light on the problem and may help improve the conditions in which it is performed.

In this paper, we present some experiments we did on software maintenance projects in the industry to capture the knowledge gained during the maintenance and record it. Our experiments use two tools from knowledge management: an ontology of the knowledge used in software maintenance and Post-Mortem Analysis, a method to elicit knowledge from software maintainers. These tools have been adapted so as to fulfill the specific knowledge needs of the maintenance activity.

The organization of the paper is the following: First, in Section 2, we give a short introduction to Knowledge Management, with a definition of knowledge and the goals...
of knowledge management. The two tools we are using, ontology and Post-Mortem Analysis, are also presented and discussed in more details. In Section 3 we review some basic facts about software maintenance to clarify our views, and the relation between maintenance and knowledge management. Section 4 presents our ontology of the knowledge used in software maintenance. The ontology is important as it serves as a framework for knowledge extraction. In Section 5, we discuss the second tool we used: Post-Mortem Analysis. We show how we adapted it to software maintenance projects. After presenting our approach, we discuss in Section 6 the results of some experiments we performed. Finally, in Section 7, we discuss related work before concluding in Section 8.

2. Knowledge management

Knowledge management came out as a reaction to the recognition that employees in an organization gather, as part of their daily activities, knowledge that is valuable to the organization. The typical image is that knowledge is an asset that has legs and walks home every night (cited for example in [1]). Another common image, in IT departments, is that of “immortals” on whom the continuing operation of a critical system depends exclusively.

In this section, we will provide some basic definitions for knowledge, knowledge management, ontology, and Post-Mortem Analysis.

2.1. Definitions

The definition of knowledge is normally built bottom-up from data, to information, and then knowledge (see for example [34]): Data are raw facts, for example: 1.15. Information is data in context, for instance saying that 1.15 is the exchange rate between the US dollar and the Euro currency. Knowledge is a net of information based on one’s particular experience, for example one’s knowledge of the currency exchange mechanisms. “Knowledge is a fluid mix of framed experience, values, contextual information, expert insight and grounded intuition [...] It originates and is applied in the minds of knowers” [9] (cited in [39, p.5]). There is much discussion on whether one may actually manage knowledge since it is tied to one’s own experience and life. In this view, knowledge would be highly personal and impossible to express explicitly.

Without entering into this debate, we will consider that individuals can actually learn from each other and exchange knowledge – or information – to fulfill some goal. We will use a practical definition of knowledge management: “Knowledge Management enables the creation, communication, and application of knowledge of all kinds to achieve business goals”. [39, p.5]. In this view, one differentiates tacit from explicit knowledge: Explicit knowledge is knowledge that has been captured and organized in a form that allows its distribution (for example in a book). In software maintenance, explicit knowledge could be an architectural model of a system, or a requirement specification. Tacit knowledge is particular to each individual and difficult to share as one is usually not even aware of all one knows. In software maintenance, tacit knowledge could be the understanding one gained on how a system is organized by working on it, or some special debugging technique one developed over time.

Nonaka [26] proposes a framework for knowledge sharing illustrated in Fig. 1. Socialization is the process of sharing knowledge doing things, knowledge is not made explicit, but rather a knower shows to one who does not know, how to do things. In software maintenance, this could be the case when an experienced maintainer helps a novice finding his/her way in a system, thereby giving hints on how the system is organized, where to look for things, etc. Knowledge may be slowly disseminated among small groups by this method. Externalization is the process of expliciting what one knows. Through externalization, a knower may express (e.g., writing a manual) what he knows and this knowledge may then be circulated among a large group or across time. In maintenance, a typical case would be the redocumentation of a system, but it may also happen during a meeting when one explains to one’s colleagues how something works. Combination is the process of combining various sources of explicit knowledge to create a new one, as one would do in a literature survey. There may not be many examples of this in software maintenance as creating explicit documentation is not often performed when there is already some available. Finally, internalization is the process by which one makes some explicit knowledge one’s own, by integrating it to one’s own net of information. This could be the case of a maintainer studying various bits of documentation (may be a data model, a user manual and some comments in the code) to build a general understanding of what a system does and how it does it.

We are looking for ways to help these activities happen in a maintenance organization where knowledge of the systems being maintained is of key importance. Different techniques and tools have been proposed to support these activities of knowledge management. In this paper we will study two of them: ontology and Post-Mortem Analysis.

2.2. Knowledge organization: ontology

An ontology is an explicit specification of a simplified, abstract, view of some domain that we want to describe, discuss, and study [40]. The primary goal of an ontology is to represent explicit knowledge, it is typically the result of a combination effort (see Fig. 1) where one gathers various
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authoritative sources on the domain and creates a consensus. There are different types of ontology in [17], we use a domain ontology to describe the domain of software maintenance. A domain ontology should contain a description of entities (of the domain) and their properties, relationships, and constraints [16].

Practically, ontologies may serve various purposes:

- **Reference on a domain**: Explicit knowledge serves as a reference to which people, looking for detailed information on the domain modeled, may go.
- **Classification framework**: The concepts explicated in an ontology are a good way to categorize information on the domain modeled. Indication of synonyms in the ontology helps avoiding duplicate classification. Other relations among the concepts of the ontology help one browsing it and finding an information one is looking for.
- **Interlingua**: Tools and/or experts wishing to share information on the domain modeled, may use the ontology as a common base to resolve differing terminologies.

2.3. Capturing knowledge: Post-Mortem Analysis

Ontologies are used to organize the knowledge, but techniques to gather this knowledge (making it explicit) are needed, as well as techniques to redistribute it (for example to new employees). Such techniques will be discussed in Section 7, including the best-known in software engineering: the experience factory.

Maintenance viewed as a knowledge management problem is an issue little explored. In this paper we will focus on how to explicit knowledge in a software maintenance context. Once the knowledge has been made explicit, it must be stored and disseminated among other groups, but we believe that existing solutions (as the experience factory, see Section 7) should be adequate to perform this part of the whole knowledge management cycle.

A knowledge elicitation technique, well known in software engineering, is the Post-Mortem Analysis (PMA). PMA, also called project review or project retrospective, simply consists in "[gathering] all participants from a project that is ongoing or just finished and ask them to identify which aspects of the project worked well and should be repeated, which worked badly and should be avoided, and what was merely ‘OK’ but leaves room for improvement” [38]. In Nonaka’s framework for knowledge management (Section 2.1), PMA is a tool to externalize knowledge.

The term post-mortem implies that the analysis is done after the end of a project, although, as recognized by Ståhlane in the preceding quote [38], it may also be performed during a project, after a significant mark has been reached.

There are many different ways of doing a PMA, for example Dingsøyr et al. [15] differentiate their proposal, a “lightweight post-mortem review”, from more heavy processes as used in large companies such as Microsoft, or Apple Computer. A PMA may also be more or less structured, and focused or “catch all”. One of the great advantages of the technique is its flexibility. It may be applied on a small scale with little resources (e.g., a 2 h meeting with all the members of a small project team, plus one hour from the project manager to formalize the results). Depending on the number of participants in the PMA, it may use different levels of structuring, from a relatively informal meeting where people simply gather and discuss the project, to a more formal process as proposed in [8].

3. Software maintenance

Software maintenance consists in modifying an existing system to adapt it to new needs (about 50% of maintenance projects [29]), adapt it to an ever changing environment (about 25% of maintenance projects [29]), or to correct errors in it, either preventively (about 5% of maintenance projects [29]), or as the result of an actual problem (about 20% of maintenance projects [29]).

Software maintenance is not a problem in the sense that one cannot and should not try to eliminate or avoid it. It is instead the natural solution to the fact that software systems need to keep in sync with their environment and the needs of their users. Lehman [25] established in his first law of software evolution that “a [software system] that is used, evolves to what the user demands”. In some cases, software systems undergo continual change or become progressively less useful.

Software maintenance offers significant differences with software development. For example, software maintainers work in more restricting technical conditions, where one usually cannot choose the working environment, the programming language, the database management system, the data model, the system architecture, etc. Furthermore, these conditions are usually dictated by past technologies long superseded. Also, whereas development is typically driven by requirements, maintenance is driven by events [29]. In development, one specifies the requirements and then plans their orderly implementation. In maintenance, external events (e.g., a business opportunity, the discovery of a show stopping error) require the modification of the software and there is much less opportunity for planning. Maintenance is by nature a more reactive (or chaotic) activity.

Because of these differences, software maintenance is already more difficult to perform than software development. But, we argue that apart from these, maintenance suffers from another fundamental problem: the loss, and the resulting lack, of knowledge of various types.

A good part of the development activity consists in understanding the users’ needs and their world (application domain, business rules) and convert this into running code by applying a series of design decisions [42]. All this (application domain, business rules, design decisions) represents knowledge that is embedded into the resulting application and, more often than not, not otherwise recorded.

We are not suggesting that software maintenance has knowledge requirements significantly different from...
software development, but rather that whereas the knowledge needs are roughly the same in both activities, they are more difficult to fulfill during maintenance. In a proper software development project, all the knowledge is available to the participating software engineers, either through some documentation (specifications, models) or through some other member of the project. In maintenance, on the other hand, much of this knowledge is typically either lacking, or only encountered in the source code: the business model and requirement specifications may have been lost, or never properly documented; the software engineers who participated in the initial development (often years ago) are long gone; the users already have a running system and cannot be bothered with explaining all over again how they work. To maintain a software system, one must usually rely solely on the knowledge embodied and embedded in the source code.

As a result of this lack of knowledge, between 40% and 60% of the maintenance activity is spent trying to understand the system [27, p.475], [29, p.35]. Maintainers need knowledge of the system they work on, of its application domain, of the organization using it, of past and present software engineering practices, of different programming languages (in their different versions), programming skills, etc.

Among the different knowledge needs, one may identify:

- Knowledge about the system maintained emerges as a prominent necessity. For example, Jørgensen and Sjøberg [22] showed that software maintainers are not less subject to major unexpected problems when they have a longer experience in maintaining systems, whereas, having experience in the particular system maintained does help to reduce these problems. In other words, knowing the system greatly help maintaining it correctly whereas having done a lot of maintenance on other systems does not.
- In [4], Biggerstaff insists on the importance of application domain knowledge. He highlights that users usually report errors and enhancement requests in terms of application domain concepts (e.g., “I cannot cancel this flight reservation”, “I need to be able to specify a particular seat in a flight reservation”) that the maintainers must then link (trace) to some specific system component (e.g., “class XYZ”, “function foo”, or table “TB_ACME”). Another typical example is the need to know well the business rules of an application domain in order to test adequately a system (e.g., after a modification).
- Van Mayrhauser and Vans, already cited [42], look at the design decisions, that is to say knowledge about software development applied to the transformation of knowledge on the application domain to produce source code. They explain that these decisions impact the resulting source code, and one should know what decisions were made to understand why the program was written in a particular way. Moreover, why a possible solution was rejected, is also important information because it gives hints on the broader considerations (e.g., non-functional requirements) that guided the development.

We argue that many of the difficulties associated with software maintenance, originate from this knowledge management problem. To tackle this problem, we adapted knowledge management techniques and tools to the needs of software maintenance:

- First, we defined an ontology of the knowledge used in software maintenance, which serves as a structuring framework to develop other solutions.
- Second, we adapted the Post-Mortem Analysis technique to capture relevant knowledge in a maintenance team.

These two instruments will be detailed in the two following sections.

4. An ontology for software maintenance

We defined an ontology of the knowledge used in software maintenance to serve as a structuring framework for our research. This ontology is presented in [13], and we will not enter in a detailed description here. We will only present the main concepts of the ontology and how they relate so as to better illustrate afterward how it helped us in the rest of the work.

The ontology is divided into five subontologies: the software system subontology, the computer science skills subontology, the modification process subontology, the organizational structure subontology, and the application domain subontology. In the following, we present each of these subontologies, their concepts and relations. The following conventions are used: ontology concepts are written in CAPITALS and associations are underlined. Fig. 2 illustrates how the subontologies combine together.

4.1. System subontology

Fig. 3 shows the first subontology, on the software system.

The main concepts are the following. A SOFTWARE SYSTEM interacts with USERS and possibly OTHER SYSTEMS. It is implemented on some HARDWARE and implements specific TASKS (of the application domain). It is composed of ARTIFACTS that can generally be decomposed in DOCUMENTATION and CODE.
and SOFTWARE COMPONENTS. Briand [7] considers three kinds of documentation: (i) PRODUCT RELATED, describing the system itself; (ii) PROCESS RELATED, used to conduct software projects; and (iii) SUPPORT RELATED, helping to operate the system.

SOFTWARE COMPONENTS represent all the coded artifacts that compose the software system itself. Booch [6, p.349–350] classify them in: (i) EXECUTION COMPONENTS, generated for the software execution; (ii) DEPLOYMENT COMPONENTS, composing the executable program; and (iii) WORK PRODUCT COMPONENTS, that are the source code, the data, and anything from which the deployment components are generated.

All those ARTIFACTS are, in some way, related one to the other. For example, a requirement is related to design specifications which are related to deployment components. There are also relations among requirements. We call the first kind of relation a realization, relating two artifacts of different abstraction levels (in the USDP [21], one says that a sequence diagram realizes a use case). We call the second kind of relation correlation, relating two artifacts of the same level of abstraction (for example, a class diagram and a sequence diagram realizing the same use case would be correlated).

4.2. Skills in computer science subontology

The second subontology describes the skills needed in computer science to perform maintenance. It is presented in Fig. 4.

The MAINTAINER must know (be trained in) the MAINTENANCE ACTIVITY that must be performed, the HARDWARE the system runs on, and various COMPUTER SCIENCE TECHNOLOGIES (detailed below). Apart from that, the MAINTAINER must also understand the CONCEPTS of the application domain and the TASKS performed in it. There are four COMPUTER SCIENCE TECHNOLOGIES of interest: possible PROCEDURES to be followed, MODELING LANGUAGE used (e.g., the UML), CASE TOOLS used (for modeling, testing, supporting, or developing), and finally, the PROGRAMMING LANGUAGE(s) used in the system.

4.3. Modification process subontology

Fig. 5 shows the concepts of the modification process subontology. Here, we are interested in concepts from the modification request and its causes. According to Pigoski [29], a MAINTENANCE PROJECT originates in a MODIFICATION REQUEST submitted by a CLIENT. These REQUESTS are classified either as PROBLEM REPORTS or ENHANCEMENT REQUEST. He also lists the different ORIGINS of a MODIFICATION REQUEST: ON-LINE DOCUMENTATION, EXECUTION,
ARCHITECTURAL DESIGN, REQUIREMENT, SECURITY, INTEROPERABILITY, and DATA STRUCTURE. One or more MODIFICATION REQUESTS generate a MAINTENANCE PROJECT that will define the different software MAINTENANCE ACTIVITIES to execute.

Based on [7, 24, 29], we classified the MAINTENANCE ACTIVITIES in the following types: INVESTIGATION, MANAGEMENT, QUALITY ASSURANCE, and MODIFICATION.

A MAINTENANCE ACTIVITY uses input ARTIFACTS and affects output ARTIFACTS. It is inserted (precedes) in a sequence of ACTIVITIES, it addresses some MAINTENANCE ORIGIN, uses hardware resources and some COMPUTER SCIENCE TECHNOLOGIES.

Finally, different types of person (HUMAN RESOURCES) may participate in these activities (from [7, 18, 24, 29]): SOFTWARE ENGINEERS, MANAGERS, and CLIENT’S HUMAN RESOURCES (CLIENT and USER).

4.4. Application domain and organization subontologies

The fourth subontology, on the organizational structure, is presented in Fig. 6, left part. We considered a traditional definition of an ORGANIZATION (see for example [37]) composed of ORGANIZATIONAL UNITS where HUMAN RESOURCES fill different POSITIONS. We also included the fact that an organization defines DIRECTIVES to be adopted in the execution of the tasks. Our goal here was not to define all possible aspects of an organization, but only to define that the maintenance is an activity performed by people in some ORGANIZATIONAL UNIT that compose the whole ORGANIZATION with its own rules.

Finally, the fifth subontology (Fig. 6, right) organizes the concepts of the Application Domain. We chose to represent it at a very high level that could be instantiated for any possible domain. We actually defined a meta-ontology specifying that a domain is composed of domain CONCEPTS, related to each other and having PROPERTIES which can be assigned values and RESTRICTIONS that defines constraints for the CONCEPTS. This meta-ontology would best be instantiated for each application domain with a domain ontology as exemplified in [10]. We also considered that the CONCEPTS in an application domain are associated with the TASKS performed in that domain and those TASKS are regulated by some RESTRICTIONS.

5. Post-Mortem Analysis for maintenance

As already mentioned, Post-Mortem Analysis is a commonly recommended practice for software engineering projects [5, 27]. It is used as an externalization tool (see Section 2.1), for example, to gather the lessons learned during the realization of a project.

Three facts emerged as near constants in the articles reporting use of PMA [11]:

- it is mostly used for process improvement;
- it is mostly used in software development context; and
- it is mostly used at the end of projects.

In the literature, PMA is mainly viewed as a process improvement tool. For example, Stålhane et al. start their paper [38] with the affirmation: “An obvious way to improve a software development process is to learn from past mistakes”. Other authors [5, 15, 23, 30] assume the same point of view, either explicitly or implicitly.
Similarly, PMA is always cited in the context of software development (either explicitly or implicitly). For example, Kerth [23] in discussing whether to call the activity Post-Mortem (“after death”) Analysis or post-partum (“after birth”) Analysis, argues: “a software effort is more like a birthing experience than dying experience – after all the goal is to create something new”. This view mainly holds for development projects, if we consider maintenance, for example corrective maintenance, the goal is not to create anything new.

Finally, PMA appears to be mostly performed at the end of projects (hence the name). One problem with this approach is that for long projects, the team only remembers “the large problems that are already discussed – things that have gone really bad” [38] (note that, despite raising the issue, the article does not detail any specific solution). Another difficulty raised by Yourdon [43] is a high turnover that may cause key team members to disappear, with their experience, before the end of the project. The solution proposed (but not developed) by Yourdon is to conduct mini-mortara at the end of each phase of the projects. One of our contributions is to formalize the implementation of Yourdon’s idea of intermediary mini-mortara for software maintenance projects.2

We already saw, in Section 3, that software maintenance is a knowledge intensive activity including knowledge on the software system maintained and its application domain. Therefore to use PMA as an externalization technique in maintenance projects, we need to adapt it to uncover not only knowledge on the maintenance process (e.g., how it was executed, what tools or techniques worked best), which is the “traditional” use of PMA, but also to register knowledge on the system maintained (e.g., how subsystems are organized, or what components implement a given requirement). To define this new PMA model, we had to consider three important aspects that will be detailed in the following subsections: (i) when to insert PMA during the execution of a typical maintenance process, (ii) what knowledge we should look for, and (iii) how to extract this knowledge from the software engineers.

5.1. When to perform PMA during maintenance

Software maintenance projects may be of widely varying size, they may be short in the correction of a localized error, or very long in the implementation of a new complex functionality, or correction of a very diluted problem (e.g., the Y2K bug). For small projects, one may easily conduct a PMA at the end of the project without risk loosing (forgetting) important information, but for larger projects, it is best to conduct several PMAs during the project (as proposed by Yourdon [43]) so as to capture important knowl-

---

2 Note that this contribution is not intrinsically linked to software maintenance and could be applied to software development projects.

3 This process is actually the same as the ISO/IEC 12207 [19] maintenance process.

---
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distributed during the project. In a large software maintenance project, analysis of the modification (how it may be done, what parts it would impact, how to fit it in the existing architecture), and actual implementation (detailed design, coding, testing) would consume the major part of the project time (analysis represents 40% to 60% of a maintenance project, [29]), while other activities as validation or migration would be shorter. We identified two main points where to perform the intermediary PMAs (see Fig. 7):

- after the analysis of the modification which includes the first two activities (Process implementation, Problem and modification analysis) and the initial task of the third activity (Modification implementation: requirement analysis);
- after the implementation of the modification which includes the rest of the third activity (Modification implementation).

A third (final) PMA can then be conducted at the end of the project in order to review all its aspects and the most recent activities not yet considered in the intermediary PMAs.

Other points when to perform PMAs could be considered, for example after the important Maintenance Review activity. However, we considered that a PMA after this activity would probably be very close in time after the second PMA (post-implementation) and before the third one (final), therefore duplicating the effort for little return. Important lessons learned during the Maintenance Review activity (mostly if the modification was satisfactory and if not why) can be explicited during the final PMA.

5.2. What knowledge to look for in software maintenance

Depending on the specific scope of each PMAs, we may hope to explicit different kind of knowledge. For example, information on the testing techniques used will be best discovered during the second PMA (post-implementation) just after the tests have been performed. As already explained, it is clear from previous work on PMA, that it is a successful technique to discover lessons learned from the execution of a process and thereby improve its next execution. Therefore, during each intermediary PMA, we will seek information on the tasks and activities that occurred before this PMA. The final PMA will mainly look for information on the execution of the whole process. However, we also wish to discover new knowledge learned on the system, its application domain, or other issues not related to the maintenance process.

To identify what information we could hope to discover in each PMA, we mapped the concepts defined in our ontology to the particular tasks reviewed in each PMAs. For example, the first PMA (post-analysis) occurs after: (i) the process implementation activity, (ii) the Problem and modification analysis activity, and (iii) the requirements analysis task from the modification implementation activity.

In the process implementation activity, the only task typically performed for each new maintenance project is to develop plans and procedures for conducting the activities of the project. To execute this task the project manager usually takes into account his/her experience from previous projects with a similar domain, size, and team. Therefore, the type of knowledge related to this activity is about the process execution, what MAINTENANCE ACTIVITIES are needed and may be what specific TECHNOLOGY will be required (see subontologies in Figs. 4 and 5). This implies that the first PMA should look for this particular type of knowledge.

The problem and modification analysis activity starts when the maintainer analyzes the modification request to determine its impact on the organization, on the existing system, and on other systems that may interact with it. From this analysis the maintainer defines options for implementing the modification. Based on the analysis the report the manager estimates the effort to do the maintenance and sets the time frame for the project. With this information, one obtains approval to do the modification. The types of knowledge related to this activity are (see concepts from Figs. 3–6):

- detailed knowledge on the modification request (see the concepts related to the MODIFICATION REQUEST as, what was the maintenance type: correction or enhancement; what was the MAINTENANCE ORIGIN: DOCUMENTATION, EXECUTION, …; who submitted the MODIFICATION REQUEST);
- how the impact analysis (AN INVESTIGATION ACTIVITY) was performed. For example, what COMPUTER SCIENCE TECHNOLOGIES were used: what CASE tool, what MAINTENANCE TECHNOLOGY will be required (see subontologies in Figs. 4 and 5).

Table 1

<table>
<thead>
<tr>
<th>PMA</th>
<th>Type of knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Post-analysis</td>
<td>Details on the modification request, Organizational structure using the software, Options for implementing the modification, Effort estimation for the modification, Negotiation of time frame to do the modification, Documents modified, Requirement elicitation technique used, Tools used, Application domain, Details on the requirements, Programming languages and tools used</td>
</tr>
<tr>
<td>(2) Post-implementation</td>
<td>Software components modified, Systems interrelationship, Analysis/design inconsistencies, Re-engineering opportunities detected, Artifacts traceability, Database design, Design patterns used, Testing technique used, Process and support documentation modified, Negotiations with other technological departments, Modification monitoring, Maintenance process</td>
</tr>
<tr>
<td>(3) Final</td>
<td>Maintenance process</td>
</tr>
</tbody>
</table>
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5.3. How to perform PMA during maintenance

Finally, we had to define a method that would help the software engineers remember and explicit all they could have learned in the various knowledge domains considered (process, system, application domain,...). For this we decided to perform the PMAs in two steps: First, we designed a questionnaire as a mean to pre-focus their mind on the bits of information we want to discover. This questionnaire is distributed among the software engineers that will participate in the PMA session. In a second step, we conduct a PMA session where the same topics are brought up again to effectively discover new information. The actual PMA session may take various forms (for examples, see [38]): semi-structured interview, KJ session, using Ishikawa diagram, or using a combination of these. The questionnaires are composed of one or more questions for each type of knowledge identified for that PMA. Questions are designed to instantiate the concepts defined in our ontology. Fig. 8 shows some questions from the PMA post-analysis questionnaire. One can easily trace the questions of the second part (Category: Application Domain) back to the concepts of the Application Domain subontology. There are two possible uses of the questionnaire, first, it may be used only to revive the memory of the PMA participants on the various types of knowledge sought. In this approach, the actual answers would not be considered in the PMA session. Another approach, that we actually used, is to use the answers to the questionnaires to help the facilitator focus the PMA session on the topics that appear most likely to bring new knowledge. We have, thus far, experimented our proposal with semi-structured interviews and brainstorming sessions (KJ sessions). The results showed some interesting knowledge bits as will be discussed in the next section.

6. Discussion of experimentation

Validating a knowledge management approach in general is a difficult thing as the results only appear on the long run, and even then, it may be difficult to pinpoint a single event that clearly shows the benefit of the approach. Moreover, our
proposition is more to show the importance of different kinds of knowledge for software maintenance, and how they may be collected, than a complete knowledge management approach (the experience factory, see Section 7, might be useful there). Therefore, we will limit ourselves to discuss some experiments of the PMA methodology and their results.

PMA for maintenance was applied to six maintenance projects from the industry. We applied interview PMAs in four small maintenance projects (about 1 man/week work), and KJ sessions for two larger projects (more than two months). Both experiments and their results will be discussed here.

The experiments were realized in a public organization, where the software maintenance group includes about 60 software engineers (managers, analysts, programmers, DBA, etc.). The methodology was tested on a specific group of 15 people, responsible for the maintenance of 7 legacy software systems. It must be mentioned that the organization had just undergone (2 or 3 months before) a major redefinition of its working practices with the introduction of new software processes. Unfortunately, this meant that the process issue was still a sensitive one at the time of the experiment, with many adjustments still to be done and the topic in itself more present in the mind of the software engineers. This is a bias in our experiments in the direction opposite to the one we favor (discovering more knowledge about the system or the application domain).

In all cases, the maintainers had been briefed before hand on the goals of the PMAs, particularly that it was not intended to be a witch-hunt. Actually some experimental PMAs had already been conducted in the organization previously with the same group.

In all experiments, data on the projects were gathered through a special management tool implanted earlier (about 9 months before) in preparation of these experiments. Statistics on the duration of the PMAs were collected more informally.

6.1. Interviews

We applied semi-structured interview PMAs to four short maintenance projects with few maintainers (one or two) involved. Semi-structured interviews are a systematic way to follow an agenda and allow the interviewer to find out more information on any issue that was not adequately answered in the questionnaire. We felt that interviews would be the best tool because the small size of the maintenance team allows the facilitator to easily merge the discoveries. The characteristics of these projects were as follow:

- **Project 1**: Perfective maintenance, involved 2 maintainers during 6 days for a total of 27 man/h of work.
- **Project 2**: Perfective maintenance, involved 1 maintainer during 5 days for a total of 17 man/h of work.
- **Project 3**: Perfective maintenance, involved 2 maintainers during 5 days for a total of 47 man/h of work.
- **Project 4**: Perfective maintenance, involved 2 maintainers during 2 days for a total of 10 man/h of work.

During and after each project, questionnaires were distributed to the maintainers, then the PMAs facilitator would meet with each maintainer to interview him/her. The duration of the interviews is listed in Table 2. It is roughly constant and does not seem to depend on the duration of the maintenance project (although the number of interviews does depend on the size of the team).

We felt that this way of performing PMAs gave complete satisfaction with results as expected (e.g., knowledge gained on the system or the application domain). Examples of these results are proposed in Section 6.3. The interviews were found to be flexible, easily applied, and at little cost. However, as already mentioned, we feel that the method would not scale up well and larger teams need group meeting(s) to facilitate the convergence of ideas.

In Table 3, we present an overview of the number of concepts that could be instantiated during the PMAs. For example, of the 23 concepts in the System subontology, 11 were instantiated, which means that at least one concrete example of these concepts was mentioned during the PMAs as something that was learned and worthy of remembering.

When an instance of a given concept is mentioned (for example, concept USER from Fig. 5), we consider that this concept and all its super-concepts (CLIENTE HUMAN RESOURCE and HUMAN RESOURCE) are instantiated.

From the table, we can see that the Process subontology is the one that was the most instantiated, in number of concepts (21) and number of instances (135). We already knew that PMA was an adequate tool to discover lessons learned.

<table>
<thead>
<tr>
<th>Table 2 Duration of the Interview PMAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maintenance project</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3 Concepts from the ontology instantiated during the four PMAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concepts</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>System</td>
</tr>
<tr>
<td>Process</td>
</tr>
<tr>
<td>CS skills</td>
</tr>
<tr>
<td>Organization</td>
</tr>
<tr>
<td>Application domain</td>
</tr>
</tbody>
</table>
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from the process. We believe that the recent changes in the organization’s processes are, at least partly, responsible for this higher representation of the Process subontology. Various other concepts from this subontology were not instantiated due to the characteristics of the projects. For example, all four projects were perfective maintenance, therefore the concept **CORRECTIVE MAINTENANCE** could not be instantiated in these cases. This is also the case for many CASE sub-concepts (there are 16 in the subontology) which were not used or do not exist in the case considered (e.g., **DEBUGGER**).

With only four maintenance projects, we were able to instantiate almost half of the concepts from the System subontology (11 instantiated for a total of 23) with many instances (80). We see it as a sign that our method does allow to discover such knowledge and is successful in this sense. Because of the typical conditions of legacy software systems (foremost the lack of system documentation), many concepts from the System subontology could not be instantiated. This is the case of many **DOCUMENT** sub-concepts (there are 16 in the subontology).

Similarly, knowledge on the application domain and the Organizational Structure was gained during the PMAs. All concepts from these two subontologies were instantiated and, more importantly, many instances were found, especially in the case of the application domain subontology (68 instances). This is a good result since application domain knowledge is considered very important by some authors (e.g., [4]).

Finally, the lesser results for the Computer Science Skills subontology is seen as natural and with little impact. From the nine instances found, four were to mention interviews as the **REQUIREMENT ELICITATION TECHNIQUE** used (and to note that it was satisfactory). The other instances, refer to the discovery of the minus operator in a relational database environment (**PROGRAMMING TECHNIQUE**); the use of a new class from the programming language library (**PROGRAMMING TECHNIQUE**); two instances of new testing approaches (**TESTING TECHNIQUES**) and the discovery of a functionality of the modification request management tool ClearQuest (**SUPPORTING CASE**). It is natural that experienced software engineers discover less new knowledge about computer science techniques or **CASE** tools, and we do not see this as a problem with our approach. Computer science skills are considered background knowledge that all software engineers should have.

6.2. **Brainstorming sessions**

We applied KJ sessions (a kind of structured brainstorming) to two large maintenance projects with more maintainers involved (more than 10 in our experiments). The KJ sessions seemed best fitted because they are a kind of structured brainstorming where all the team members get a chance to share what they learned. When the team gets bigger, it is important to have this kind of meeting so that all opinions may be expressed and compared. A clear problem of the method is that it is more costly and difficult to organize. The characteristics of these projects were as follow:

- **Project 5**: Adaptive maintenance, involved 11 maintainers during 60 days.
- **Project 6**: Adaptive maintenance, involved 12 maintainers during 90 days.

Because of the urgency of both projects, it was not possible to realize the intermediary PMAs (post-analysis and post-implementation) and we could experiment only the final PMAs. This is a sign of the lack of clear support from the upper management toward this experiment.

As described earlier, these sessions were prepared with the distribution of questionnaires intended to revive the important points of the projects in the mind of the participants and help them focus on the topics of interest. For each project, the PMA was divided in two KJ sessions: in the first session, positive and negative points were raised, they were then summarized and organized by the facilitator to prepare the second session where corrective actions were proposed for the negative points (this second session is not really part of our experiment). The duration of each session is given in Table 4.

Although Dingsøyr et al. [15] termed KJ sessions a “lightweight post-mortem review”, knowledge management in general is still a costly process. We could verify this when we had to find time for a team of more than 10 people to meet during an entire workday. Because of this, we could not apply the intermediary meetings that we were planning. This is a problem because the last PMA focuses potentially more on the process and less on the system or application domain.

The recent introduction of new processes showed still more heavily in these experiments as in the previous ones because of the need to justify the meetings to the eyes of the upper management. Consequently, the results were not as satisfying as for the short maintenance projects, with more points coming out on the maintenance process itself and less knowledge on the system, application domain, or organizational structure being elicited.

Although these PMAs used a different format (brainstorming session) than for the small maintenance projects, they still made use of the same instrument (the questionnaire) to revive the knowledge of the software engineers. Because of this, we believe that they could have met with our objective of discovering knowledge on the systems, the application domain, or the organizational structure. We see the lack of clear results as a consequence of the particular conditions we had to deal with.

<table>
<thead>
<tr>
<th>Table 4 Duration of the KJ sessions (the duration is that of the whole “session” which included two actual meetings) for both projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maintenance project</td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>
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6.3. Some results

Examples (from the interview PMA) of knowledge gained during a maintenance project and uncovered by the PMAs are:

- redocumentation of business rules found in the source code;
- detailed understanding of how a particular module works;
- identification of re-engineering opportunities (the re-engineering was not actually performed but the need for it was recorded for future analysis);
- identification (by some software engineers) of incomplete knowledge on the programming language or of a CASE tool; or
- identification of problems in the business processes and proposition of solutions to improve these processes.

Another result that was not expected but gave us great satisfaction was that we started to create a culture of knowledge management in the organization. The maintainers were beginning to look for the PMAs to exchange information and actually asked to have them. One suggestion that came out of these PMAs was that it would be useful to design a tool to help knowledge recording during the maintenance so that it would not be lost afterward (for example, when a PMA may not happen or when it is delayed too long after the events it covers). It is possible that the tool proposed by Derrider [12] (see Related Work) could be of some help in this sense, however this is a difficult issue and we are not sure whether this is at all recommendable. We strongly believe that knowledge management is better done as a separate, clearly identified, activity rather than on the fly. It seems clear to us that the success of the PMA approach lays in the fact that people stop to do their usual work to start reflecting on what they know and learned. Doing this during the execution of a project may prove difficult and may be counterproductive.

7. Related work

Using some kind of knowledge management technique to help maintenance is not new, although we believe we are the first to explicitly present and deal with the software maintenance problem in terms of a knowledge management issue. We divide related work in two categories:

- Knowledge management in software engineering in general.
- Knowledge management in software maintenance.

7.1. Knowledge management in software engineering

One can trace the introduction of knowledge management techniques for software engineering back to the proposal of the Experience Factory by Basilli et al. (e.g., [2,3]). The Experience Factory is intended to gather the lessons learned from past projects and make these available to other members of the organization. It started as a process improvement tool and evolved in a more general knowledge management approach. The Experience Factory differs in several points from our proposal: It is more general, being applicable to any software engineering process, and not even restricted to software organizations [3]. All application reports relate to process improvement (including [41], see next section) and do not deal with other information as we do. Finally, it is a much heavier solution than ours, not easily implemented (e.g., see the application reports in [14,35]), whereas the use of PMA may be implemented simply and at a relatively small cost.

Actually, PMA may be used inside the Experience Factory to collect knowledge that the factory will allow to store and recover. As we already mentioned, we did not explore the aspect of knowledge redistribution. Our focus was primarily to consider the knowledge needed in software maintenance and see how we could make it explicit. The next step could be to use the full Experience Factory framework to complete the knowledge management cycle. However, due to the investment required to implement the Experience Factory, much more involvement from the higher management would be required for this step to be taken.

As already noted (Sections 2.3 and 5) Post-Mortem Analysis is already practiced in software engineering projects (e.g., [5,15,27,38]). An important difference of our approach is the context of software maintenance, which is different from what is usually practiced. Typically, PMA has been used to improve development process, we are using it to gain other types of knowledge (for more details see Section 5).

Agile software development methods propose practices that promote knowledge sharing among a team of software engineers. Agile methods focus on a relatively small team, where knowledge is implicitly shared among the members. To work well, this model requires that the team evolves slowly over time (low turnover) so that new members can catch up with the common pool of knowledge before too many old members leave. In the organization we studied, there is no fixed team, but a pool of 60 software engineers who may be assigned to the maintenance of any system. Actually, many experienced software engineers left the organization, after a change in management and a re-organization of the working habits.

Another difference is that although promoting knowledge sharing is fundamental to agile methods, they remain software development methods and not knowledge management methods. Knowledge is shared implicitly and no special attention is given to it. We put knowledge at the front of the stage and made it a goal of its own. Actually, in this sense, an important result for us was to make the software engineers conscious of the importance of knowledge, of recording it, and of sharing it.
7.2. Knowledge management in software maintenance

Other authors already applied some kind of knowledge management techniques to software maintenance.

There is an experiment using the Experience Factory in the context of Software Maintenance [41]. The objective of this experiment remains in the line of the traditional Experience Factory application: study and improve the process. The fact that much more knowledge may be involved (and explicit and re-used) in Software Maintenance is not alluded to. The only hint in this direction is that the characterization of the knowledge (a step in the Experience Factory process) includes a characterization of the existing system. This, in itself, implies that the knowledge on the system is important too. However, this knowledge was not further considered in the referred experiment, i.e., it is not explicit and stored in the Experience Factory.

There is another proposition to use the Experience Factory to help share results of researches on Software Maintenance [36]. This is of course a completely different preoccupation from ours since it focuses researchers and not practitioners.

A similar preoccupation, although not using the Experience Factory, guided the work of Kitchenham et al. [24]. They defined an ontology to help classify research work on maintenance. Although their work was pioneer, they do not aim at solving any maintenance problem, but rather help research on maintenance.

Ruiz et al. [33] published an “ontology for the management of maintenance projects”. Their goal is the same as ours and they also use an ontology to identify and classify the knowledge to discover. There are two differences between our approaches: First, Ruiz et al. ontology is mainly concerned with the maintenance process and quality assurance, it is actually based on a specific process; second, they are trying to come up with tools that would help to automatically discover, classify, and recover the knowledge.

On the other hand, we tried to define our ontology independently of any particular process, and we did not give any special importance to the process, but considered also the system to maintain (3 concepts in Ruiz et al. ontology), the skills needed for maintenance, etc. On the second point, although we do not reject the idea of having tools to help manage the knowledge (and the need for it was actually raised by the software engineers during our experiments), we follow Rus and Lindvall’s recommendation that “it is a mistake for organizations to focus only on technology and not on methodology” [34, p.34]. We do believe it is important to first establish a culture of knowledge management before trying to automate things. This is why we concentrated first on defining a method for PMA.

Two other closely related publications [31,32] deal with knowledge for software maintenance, but once again they consider primarily knowledge on the process, ignoring the larger necessities maintenance has.

Another approach, looking to record and recover knowledge with the aid of specialized tools, is that of Deridder [12]. He proposes to help maintenance using a tool that would keep explicit knowledge about the application domain (in the form of concepts and relations between them) and would keep links between these concepts and their implementation. His approach is mainly concerned with the tool and has no backing ontology. It concentrates, a priori, on application domain knowledge (although the tool would probably allow representing any concept in other domains).

8. Conclusion

Software Maintenance is a knowledge intensive activity. Software maintainers need knowledge of the application domain of a legacy software, the problem it solves, the requirements for this problem, the architecture of the system, how it interacts with its environment, etc. All this knowledge may come from diverse sources: experience of the maintainers, knowledge of users, documentation, source code,… Most of the time however, the knowledge once acquired stays in someone’s head as opposed to be formally documented for later retrieval and reuse. When a maintainer leaves the organization, all the knowledge he/she gathered on the various systems he/she worked on, is lost for this organization.

This process is costly, and studies suggest that about 50% of the cost of maintenance is spent on recreating it [29, p.35]. In this paper, we submit that this lack of knowledge is one of the prominent problems in software maintenance, and we look for some solutions to help solve it:

- We designed an ontology of the knowledge useful to software maintenance as a framework to support other knowledge management solutions;
- We experimented Post-Mortem Analysis to help in eliciting knowledge acquired during maintenance and record it.

The ontology of the knowledge useful to software maintenance may be seen as a reference, listing all the concepts we need to worry about; or it may be seen as a classification scheme to categorize pieces of information that we may gather; it could also be used as a common description of maintenance for various tools trying to exchange information. We did not explore this last part.

People usually do not know what they know. This is why techniques such as Post-Mortem Analysis (PMA) are needed to elicit knowledge. PMA is a tool now common in software engineering, however it has mainly been used in software development projects to help gather lessons learned for process improvement. In a software maintenance context, we need to elicit other types of knowledge, for example, knowledge about the system maintained or the application domain. For this, we designed a PMA method where a questionnaire is used to focus the mind of the maintainers on the bits of knowledge that we are interested in.
We experimented our PMA method on different maintenance projects of various size and obtained good results:

- the capability of PMA to uncover lessons learned from projects has not been diminished and several possible improvements were proposed;
- we demonstrated the possibility to elicit other types of knowledge, particularly knowledge gained on the system maintained and the application domain;
- we believe we actually started to create a culture of knowledge management in the subject organization.

This was not a goal we actively pursued, but came as a gratifying outcome.

We are still involved with knowledge management for software maintenance, and a new goal for us will be to find a way to disseminate the knowledge gained among a large body of people. We feel this is but imperfectly dealt with by current methods such as recording knowledge on paper or in database.

114 References


